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(57) ABSTRACT

Method for distributing and controlling traffic in cloud
computing system and cloud computing system using the
same. The cloud computing system may include a plurality
of'local data centers located at different regions and a control
center coupled to the plurality of local data centers through
a network. The plurality of local data centers each may be
configured to process packets from user equipments in order
to provide a requested service. The control center may be
configured to distribute packets transmitted to one local data
center into at least one other local data centers based on at
least one given factor when an amount of the packets to the
one local data center exceeds a given threshold.
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FIG. 2

( St )

h 4

Determine data traffic source L5201
regions of incoming packets

v

Calculate an amount of packets from each one L0
of the determined data traffic source regions

"y

Monitor packets incoming from each 5203
data traffic source region

Determine whether or
not an excessive amount of packets is
transmitted from one of the data
traffic source regions?

Search for a target local data center

based on at least one given condition 5205

Y
Transmit a distribution request ~—5206
Transmit a preparation request in response 5907

to the distribution request

v
Transmit a preparation completion message (5208

\
Forward packets to the target local data center |~5209

Y
End
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FIG. 3

( Stat )

v
Receive a distribution request from a first local data center (~S310

Y
Transmit a preparation request to a second local data center i~ 5320

'

SReceive a preparation completion message —~S5330
from the second local data center

Y

Transmit a distribution request signal —~S5340
to the first local data center

'

Forward data traffic to the second local data center -~ G350

End



US 9,473,553 B2

Sheet 4 of 4

Oct. 18, 2016

U.S. Patent

J3JUR0 B1BP |230] PUOISS
3y 03 syeyoed ywsuel|

s~

>

-t

~7Tp JoWa elep [€0] pUodss

-k

90%S~—

JuBwidinbd Jasn 1511 943 o
sjooed Buissenold Joj aiedald

au} oy sywped Juisuel) J31U9) 38D PUODAS By} 0}
0T6S~ . syped pajejad Jwisuen
0} Juawdinba Jasn 511§ ay3 apinb
60157 ~
0IMIBS pajefal e BuiNieos)
Ajjenunuod Joy Jajued eyep jeoo] [ pURLILI0)
1511} 3y ssae 0] jdwanesy UORNALISIp © JWSURIL
80¥S~ s R
uonjeJedald Jo uonaidwod a3 JO Ozf JRIUD [03UCY BY) WLOMUT "
905"
- puewwoe) uoneledald e ywsuel) -
w095~ Jlijed) elep angisip o Ogy
13]U90 |00 313 359nbay
ovs
2055~ uoifias a2unos Jexoed yoes 0 Buipiodde

$19p0ed J0 JUNOWE UB JOYUOH

10057

u0IBau puUIs AUy Ul ZEp
Juswdinb? Jasn puodas

u0iBaJ puedas ay) Ul 7Ty
191U90 ©)2p [290] PU0I3S

uoibaJ puod
Wawdinba

3SR UL TED
J3sn 38414

wr” AU

154

v DId

301035 3A10AdSaI B 10) SR

uoibaJ 3614 B Ul TTH 079 Jojuan
J2uad e3ep [ed0] 1544 [043U0))
1y 0z




US 9,473,553 B2

1
METHOD FOR DISTRIBUTING AND
CONTROLLING TRAFFIC IN CLOUD
COMPUTING SYSTEM AND CLOUD
COMPUTING SYSTEM USING THE SAME

CROSS REFERENCE TO PRIOR
APPLICATIONS

The present application claims priority under 35 U.S.C.
§119 to Korean Patent Application No. 10-2010-0133732
(filed on Dec. 23, 2010), which is hereby incorporated by
reference in its entirety.

FIELD OF THE INVENTION

Apparatuses and methods consistent with the present
invention relate to a method for distributing and controlling
data traffic in a cloud computing system and a cloud com-
puting system using the same, and more particularly, a cloud
computing system including a plurality of local data centers
and a control center controlling the local data centers, and a
traffic distributing method of a local data server and a control
method of a control center in the cloud computing system.

BACKGROUND OF THE INVENTION

A typical computing environment uses computing
resources belonging to individual computing hardware in
order to provide services to user equipments. With the
development of computer network technology, such a typi-
cal computing environment has evolved into a cloud com-
puting environment. Cloud computing may provide relevant
services using available computing resources distributed
over a network without end-user knowledge of physical
location and configuration of respective computing
resources that deliver the services.

A cloud computing service may provide an on-demand
outsourced service of computing resources through an infor-
mation telecommunication network such as the Internet. In
a cloud computing environment, a service provider may
virtually consolidate data centers distributed over a network
to provide necessary services to end-users. In the cloud
computing service, a user may be not required to buy or
install computing resources including applications, storages,
operating systems (OS), and/or security software in a user
equipment. Instead, a user may select and simply use
virtualized computing resources whenever a user wants.

In order to provide such a cloud computing service, data
centers may be constructed through virtualizing respective
computing resources distributed over a network. Further-
more, such data centers may be required to be dynamically
expanded according to service demands of users, such as the
number of accessed user equipments or an amount of data
traffic generated for providing a requested service.

Typical scale-out technology has been employed to
expand virtualized computing resources of data centers in
response to the abrupt increment of service demands. Such
scale-out technology may horizontally expend processing
capability by simply adding computing resources such as a
virtual machine capable of processing requested services.

The typical scale-out technology, however, is not reflected
with the cloud computing environment where computing
resources of the data centers are physically distributed over
a network. Accordingly, there is a need for improving a
cloud computing technology to efficiently and dynamically
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managing and controlling computing resources distributed
over the network according to service demands.

SUMMARY OF THE INVENTION

Embodiments of the present invention overcome the
above disadvantages and other disadvantages not described
above. Also, the present invention is not required to over-
come the disadvantages described above, and an embodi-
ment of the present invention may not overcome any of the
problems described above.

In accordance with an aspect of the present invention, a
cloud computing system may include a plurality of local
data centers and a control center controlling the local data
centers. When an amount of data traffic inflowing from one
data traffic source region into one local data center exceeds
a given threshold, the cloud computing system may distrib-
ute the data traffic to at least one other local data center based
on at least one given factors.

In accordance with an embodiment of the present inven-
tion, a cloud computing system includes a plurality of local
data centers located at different regions and a control center
coupled to the plurality of local data centers through a
network. The plurality of local data centers each may be
configured to process packets from user equipments in order
to provide a requested service. The control center may be
configured to distribute packets transmitted to one local data
center into at least one other local data centers based on at
least one given factor when an amount of the packets to the
one local data center exceeds a given threshold.

The at least one given factor may be a location of a local
data center. In this case, the packets to the one local data
center may be transmitted from a first source region and the
at least one other local data centers may be located at the first
source region.

The at least one given factor may be a time zone of a
source region where the user equipments are located. In this
case, the one local data center may be located in a first
source region and the at least one other local data center may
be located in a second source region having a time zone
different from a time zone of the first source region.

The plurality of local data centers, each may include at
least one virtual machine and a monitoring module. The at
least one virtual machine may be configured to process the
packets in order to provide a requested service to the user
equipments. At least one virtual machine may be virtualized
computing resources. The monitoring module may be con-
figured to calculate the amount of packets incoming from
each source region where respective user equipments are
located in and monitor the amount of packets from the each
source region to determine whether the amount of packets
from each source region exceeds a given threshold.

The monitoring module may be configured to determine
a source region transmitting the excessive amount of packets
as a heavy data traffic source region and transmit a distri-
bution request to the control center. In this case, the control
center may be configured to search for a local data center to
distribute the packets as a target local data center based on
the at least one given factor in response to the distribution
request and transmit a preparation request to the searched
local data center.

The control center may be configured to transmit a virtual
machine image to the searched local data center together
with the preparation request. The searched local data center
may create a virtual machine for processing the packets and
transmit a preparation completion message to the control
center.
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The control center may be configured to command the one
local data center to forward the packets to the at least one
other local data center in response to the preparation
completion message.

In accordance with another embodiment of the present
invention, a method may be provided for distributing data
traffic in a cloud computing system including a plurality of
local data centers located in different regions and a control
center coupled to the plurality of local data centers through
a network, the method including: monitoring packets incom-
ing from a plurality of source regions; requesting the control
center to distribute packets when an amount of packets from
one source region to one local data center exceeds a given
threshold; searching for at least one other local data centers
based on at least one given factor; distributing the packets,
which are transmitted from the one source region to the one
local data center, to the at least one other local data centers
based on the search result.

The monitoring packets may include: determining the
plurality of source regions where packets are transmitted
from; calculating an amount of packets incoming from each
one of the plurality of source regions to one local data
center; determining one source region as a heavy data traffic
source region when the calculated amount of packets from
the one source region exceeds the given threshold; and
transmitting a distribution request to the control center in
order to request the control center to distribute packets.

The plurality of source regions may be determined based
on a transmitter [P address of a respective packet.

The at least one given factor may be a location of a local
data center. In this case, the at least one other local data
centers located in the heavy data source region may be
searched as a target local data center to distribute packets.

The at least one given factor may be a time zone of a
source region where the user equipments are located. In this
case, the at least one other local data centers located in a
source region having a different time zone compared to the
one local data center may be searched.

The distributing the packets may include: migrating a
virtual machine in the one local data center to at least one
other local data center when the packets from the heavy
data-traffic region is for providing a service to a user
equipment already accessed the one local data center; and
forwarding the packets from the heavy data-traffic region to
the at least one other local data center after the completion
of the migration.

The distributing the packets may include: forwarding
packets to the at least one other local data center when the
packets from the heavy data traffic source region are for
providing a related service to a user equipment newly access
the at least one other local data center.

The control center may command the at least one other
local data center to prepare processing packets inflowing
into the one local data center in response to the distribution
request, and command the one local data center to forward
packets to the at least one other local data center after the
completion of the preparation.

In accordance with still another embodiment of the pres-
ent invention, a method may be provided for controlling a
cloud computing system including a plurality of local data
centers located in different regions and a control center of
controlling the plurality of local data centers, the method
including: receiving a distribution request from one local
data center to distribute packets; searching for at least one
other local data centers based on at least one given factor;
transmitting a preparation command to the at least one other
local data center to prepare processing packets inflowing
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into the one local data center in response to the distribution
request; transmitting a distribution command to the one local
data center to forward packets to the at least one other local
data center upon receiving a preparation completion mes-
sage from the at least one other local data center in response
to the preparation command.

The at least one other local data centers located in a heavy
data source region may be searched as a target local data
center to distribute packets when the at least one given factor
is a location of a local data center. The heavy data source
region may be a source region transmitting an amount of
packets exceeding a give threshold. The at least one other
local data centers in a source region having a time zone
different from a time zone of the one local data center may
be searched when the at least one given factor is a time zone
of a source region where the user equipments are located.

The one local data center may transmit the distribution
request when an amount of packets inflowing from one
source region exceeds a given threshold, and the one source
region is determined as the heavy data traffic region.

The distribution command may include a virtual machine
image that processes packets inflowing into the one local
data center. The at least one other local data center may
create a virtual machine based on the virtual machine image
in order to process packets forwarded from the one local data
center.

The one local data center may forward packets to the at
least one other local data center when the one local data
center receives the distribution request.

BRIEF DESCRIPTION OF THE DRAWINGS

The above and/or other aspects of the present invention
will become apparent and more readily appreciated from the
following description of embodiments, taken in conjunction
with the accompanying drawings, of which:

FIG. 1 illustrates a cloud computing system in accordance
with an embodiment of the present invention;

FIG. 2 illustrates a method for distributing data traffic in
a cloud computing system, in accordance with an embodi-
ment of the present invention;

FIG. 3 illustrates a method for controlling a plurality of
local data centers at a control center in a cloud computing
system, in accordance with an embodiment of the present
invention; and

FIG. 4 illustrates a method for distributing data traffic
from one local data center to at least one other local data
center, in accordance with another embodiment of the pres-
ent invention.

DETAILED DESCRIPTION OF THE
INVENTION

Hereinafter, a cloud computing system in accordance with
an embodiment of the present invention will be described
with reference to the accompanying drawings.

FIG. 1 illustrates a cloud computing system in accordance
with an embodiment of the present invention.

Referring to FIG. 1, a cloud computing system 100 may
distribute excessive data traffic of one local data center to at
least one other local data center according to a certain
condition. In accordance with an embodiment of the present
invention, the cloud computing system 100 may include a
plurality of local data centers 110-1 to 110-3 and a control
center 120 for controlling the local data centers 110-1 to
110-3.
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The local data centers 110-1 to 110-3 may be distributed
over different regions. The local data centers 110-1 to 110-3
may be coupled to each other through a network 140. Each
one of the local data centers 110-1 to 110-3 may provide
various types of services to user equipments 130-1 and
130-2 through the network 140. The user equipments 130-1
and 130-2 may be located in different regions. In order to
provide a service to the user equipments 130-1 and 130-2,
the local data centers 110-1 to 110-3 may receive a plurality
of packets from the user equipments 130-1 and 130-2,
process the received packets, and transmit respective pack-
ets as a processing result to the user equipments 130-1 and
130-2.

Each one of the local data centers 110-1 to 110-3 may
include at least one virtual machine 111 and a monitoring
module 112.

The virtual machine 111 may be virtualized physical
computing resources. The local data centers 110-1 to 110-3
may use such virtual machine 111 to provide services to user
equipments 130-1 and 130-2.

The monitoring module 112 may monitor data traffic and
a connection state of a respective local data center. The
monitoring module 112 may calculate an amount of data
traffic transmitted from each data traffic source region.

The control center 120 may be coupled to the plurality of
local data centers 110-1 to 110-3 through the network 140.
The control center 120 may control data traffic flows into the
plurality of local data centers 110-1 to 110-3 based on
various factors. The factors may include a time zone of each
data traffic source region, a location of a respective local data
center, a data transmit rate of a respective network, a
distance between a local data center and a corresponding
user equipment, a processing capability of respective local
data center, and a network latency of a respective network.
The present invention, however, is not limited thereto. For
example, when excessive data traffic is detected at a certain
local data center, the control center 120 may distribute the
excessive data traffic through at least one local data center in
different time zones. For another example, when excessive
data traffic is transmitted from one heavy data traffic source
region to one local data center, the control center 120 may
distribute the excessive data traffic of the one local data
center to at least one other local data center located near to
or in the heavy data traffic source region.

The control center 120 may manage an original master
image 121 for creating the virtual machine 111. The control
center 120 may transmit a master image copy 122 to one of
the plurality of local data centers, which does not have a
master image, in order to assist a respective local data center
to be prepared for providing a related service to user
equipments 130-1 and 130-2.

Each one of the local data centers 110-1 to 110-3 may
receive the master image copy 122 from the control center
120 and create the virtual machine 111 based on the received
master image copy 122. Meaning, the local data centers
110-1 to 110-3 may scale out the virtual machine 111 or
create new virtual machines according to a service demand
of related user equipments. One of local data centers may
not have a master image copy 112. For example, the third
local data center 110-3 does not have a master image copy
112 because the local data center 110-3 currently does not
provide a related service to user equipments. In this case, the
local data center 110-3 does not create a virtual machine
before any service requests are received from a user equip-
ment. When the local data center 110-3 needs to provide a
related service to user equipments upon a certain event, the
local data center 110-3 may be provided with the master
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image copy 112 by the control center 120. Based on the
provided master image copy 112, the local data center 110-3
may create a virtual machine and provide related service to
user equipments 130-1 and 130-2. The certain event may be
excessive data traffic inflowing into a respective local data
center from a certain region.

As described above, the cloud computing system in
accordance with an embodiment of the present invention
may distribute excessive data traffic, which is transmitted
from a heavy data traffic source region to one local data
center, to at least one other local data centers locally close
to or in the heavy data-traffic source region.

Particularly, when a monitoring module 112 monitors
excessive data traffic inflowing into a corresponding local
data center 110-1 from a specific data traffic source region,
the monitoring module 112 may informs the corresponding
local data center 110-1 of the excessive data traffic. Such a
specific data traffic source region may be referred to as a
heavy data traffic source region. The local data center 110-1
may request the control center 120 to distribute the inflow-
ing data traffic. In response to the request, the control center
120 may find at least one local data center based on a given
factor, for example, a location of a local data center. The
present invention, however, is not limited thereto. The
factors may be at least one of a time zone of each data traffic
source region, a location of a respective local data center, a
data transmit rate of a respective network, a distance
between a local data center and a corresponding user equip-
ment, a processing capability of respective local data center,
and a network latency of a respective network. When the
given factor is the location of the local data center, the
control center 120 may search for at least one local data
center 110-2 located near to or in the heavy data traffic
source region, as a target local data center. The control center
120 may transmit a preparation request to the target local
data center 110-2 to prepare for providing requested ser-
vices. The control center 120 may transmit a master image
copy to the target local data center. After the completion of
preparation, the target local data center 110-2 may transmit
a preparation completion message to the control center 120.
Upon the receipt of the preparation completion message, the
control center 120 may redirect packets from the respective
data-traffic source region to the target local data center
110-2, which is located in the respective data-traffic source
region.

As described above, the cloud computing system may
dynamically manage and control processing loads of local
data centers in response to service demand that varies
according to various network environmental factors. In this
manner, the cloud computing system 100 may effectively
and dynamically balance data traffic flows even when ser-
vice demands abruptly increases. Furthermore, the cloud
computing system may reduce response time and network
latency in processing the data traffic, thereby improving
overall service qualities.

Particularly, the cloud computing system may efficiently
manage data traffic when a plurality of local data centers are
distributed over regions in different time zones. For
example, the cloud computing system may provide contents-
sharing services to a plurality of user equipments located in
different time zones. Since the contents-sharing services are
provided mainly during a daytime, a local data center in a
daytime zone may easily have excessive data traffic for
providing such contents-sharing services. In this case, the
excessive data traffic for the contents-sharing services may
be distributed from one local data center to at least one other
local data centers in different time zones. In this manner, the
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cloud computing system may effectively distribute a large
amount of data traffic through a plurality of local data
centers located in different time zones.

FIG. 2 illustrates a method for distributing data traffic in
a cloud computing system, in accordance with an embodi-
ment of the present invention.

For convenience and ease of understating, a method for
distributing data traffic will be described as that excessive
data traffic inflows into a first local data center and the
excessive data traffic is distributed from the first local data
center to a second local data center. The present invention,
however, is not limited thereto.

Referring to FIG. 2, data-traffic source regions of incom-
ing packets may be determined based on a transmitter IP
address of each packet S201. The data-traffic source region
may denote a source region where packets are transmitted
from in order to provide a related service to user equipments.
For example, the monitoring module 112 of the first local
data center 110-1 may determine data-traffic source regions
of'incoming packets. The monitoring module 112 may check
a transmitter [P address included in each incoming packet to
detect the data-traffic source regions of incoming packets.

An amount of packets incoming from each one of the
determined data-traffic source regions may be calculated
S202. For example, the monitoring module 112 may calcu-
late an amount of packets incoming from each one of the
determined data-traffic source regions.

Packets incoming from each data traffic source region
may be monitored based on the calculated amount of data
traffic S203. For example, the monitoring module 112 may
monitor an amount of data traffic informing from each
transmission source region.

A determination may be made as to whether or not an
excessive amount of packets is transmitted from one of the
determined data traffic source regions based on the moni-
toring result S204. For example, the monitoring module 211
may determine whether or not an excessive amount of data
traffic is received from one of the determined data traffic
source regions based on the calculated data traffic amount
and the monitoring result. When an amount of packets
incoming from a certain data-traffic source region exceeds a
given threshold value based on the monitoring result, the
monitoring module 211 may determine the respective data-
traffic source region as the heavy data traffic source region.

When the heavy data traffic source region is detected
based on the monitoring result (S204—Yes), at least one
target local data center to distribute data traffic may be
searched for based on at least one given factor S205. For
example, the given factor may be a location of a local data
center. That is, a local data center locally closer to or in the
heavy data traffic source region may be searched for. How-
ever, the present invention is not limited thereto. The given
factor may be a time zone of a local data center and/or a data
transmit rate of a respective network. For example, when a
second region is determined as the heavy data traffic source
region, the monitoring module 112 of the first local data
center 110-1 may request the control center 120 to search for
a local data center located in the second region. The control
center 120 may search for a local data center located near to
or in the second region in response to the request from the
first local data center 110-1 and inform the first local data
center 110-1 of the search result. For example, the control
center 120 may inform the first local data center 110-1 that
the second local data center 110-2 is located in the second
region.

Based on the search result, a distribution request may be
transmitted to the control center S206. For example, after the

10

20

25

30

35

40

45

50

55

60

65

8

second local data center is determined as a local data center
located in the heavy data traffic source region, the first local
data center 110-1 may transmit a distribution request to the
control center 120.

In response to the distribution request, a preparation
request may be transmitted to the second local data center
S207. For example, the control center 120 may transmit a
preparation request to the second local data center located in
the second region which is determined as the heavy data
traffic source region.

In response to the preparation request, a preparation
process may be performed by the target local data center
S208. For example, the second local data center 110-2
located in the heavy data traffic source region may perform
a preparation process for processing data traffic transmitted
from the heavy data traffic source region in order to provide
a related service to user equipments in the heavy data traffic
source region. As a preparation process, the second local
data center 110-2 may create a virtual machine based on a
master image copy 122. When the second local data center
110-2 does not have the master image copy 122, the second
local data center 110-2 may request the master image copy
122 to the control center 120. In response to the request, the
control center 120 may transmit the master image copy 122
to the control center 120.

A preparation completion message may be transmitted to
the control center 120 S208. For example, after the comple-
tion of the preparation process, the second local data center
110-2 may transmit the preparation completion message to
the control center 120.

Upon the receipt of the preparation completion message,
data traffic transmitted from the heavy data traffic source
region may be forwarded to the target local data center S209.
For example, the control center 120 may receive the prepa-
ration completion message from the second local data center
110-2. Upon the receipt of the preparation completion mes-
sage, the control center 120 may perform a distribution
process for forwarding packets incoming from the heavy
data traffic source region to the second local data center
110-2.

There may be various methods for forwarding the data
traffic to the second local data center 110-2. For example, the
data traffic may be forwarded to a local data center in the
heavy data traffic region according to a type of each packet
incoming from the heavy data traffic region.

When an incoming packet is from a user equipment
already accessed to the first local data center for receiving a
related service from a virtual machine in the first local data
center 110-1, the control center 120 may first migrate the
virtual machine of the first local data center 110-1 to the
second local data center. After the completion of the migra-
tion, the control center 120 may forward packets incoming
from the heavy data traffic source region to the second local
data center 110-2.

When an incoming packet is from a user equipment that
is located in the heavy data traffic source region and newly
accesses the cloud computing system 100 for receiving a
related service, the control center 120 may forward packets
to the second local data center 110-2 without migration.

As described above, packets may be forwarded differently
according to the types thereof. However, the present inven-
tion is not limited thereto. Data traffic may be forwarded
according to a service type provided by each virtual machine
in a respective local data center.
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FIG. 3 illustrates a method for controlling a plurality of
local data centers at a control center in a cloud computing
system, in accordance with an embodiment of the present
invention.

For convenience and easy of understanding, a method for
controlling a plurality of local data centers will be described
as that a control center 120 controls first and second local
data centers 110-1 and 110-2 located in first and second
regions respectively, and the first local data center 110-1
receives excessive data traffic transmitted from a second
region.

Referring to FIG. 3, a distribution request may be
received from a first local data center S310. For example, the
control center 120 may receive a distribution request from
the first local data center 110-1. The distribution request may
be a request for distributing data traffic from the first local
data center 101-1 to the second local data center 101-2.
Particularly, when the first local data center receives exces-
sive amount of data traffic from the second region, the first
local data center may transmit the distribution request to the
control center 120.

In response to the distribution request, a preparation
request may be transmitted to the second local data center
110-2 S320. For example, upon the receipt of the distribu-
tion request, the control center 120 may transmit a prepa-
ration request to the second local data center 110-2. The
control center 120 may select the second local data center
110-2 because the second local data center 110-2 is in the
second region which may be determined as a heavy data
traffic source region. However, the present invention is not
limited thereto. In another embodiment of the present inven-
tion, the control center 120 may select a local data center
located in a region having a different time zone, as compared
to a time zone of the first local data center. That is, various
factors may be considered to select a local data center to
distribute data traffic of the first local data center. The
various factors may include a time zone of each data traffic
source region, a location of a respective local data center, a
data transmit rate of a respective network, a distance
between a local data center and a corresponding user equip-
ment, a processing capability of respective local data center,
and a network latency of a respective network.

Furthermore, the preparation request may include a com-
mand for creating a virtual machine that can process packets
inflowing to the first local data center 110-1. The virtual
machine image may be a master image copy 122. Further-
more, the control center 120 may inquire the second local
data center 110-2 whether the virtual machine image is
stored in the second local data center 110-2 or not. Accord-
ing to the response from the second local data center 110-2,
the control center may transmit the virtual machine image to
the second local data center 110-2. In response to the
command, the second local data center 110-2 may create a
virtual machine for processing packets to be forwarded to
the second local data center 110-2 from the first local data
center 110-1.

A preparation completion message may be received from
the second local data center 110-2 S330. For example, the
control center 120 may receive a preparation completion
message from the second local data center 110-2 when the
second local data center 110-2 is ready for receiving data
traffic of the first local data center 110-1.

A distribution request signal may be transmitted to the
first local data center 110-1 in response to the preparation
completion message S340. For example, the control center
120 may transmit a distribution request signal to the first
local data center 110-1 in response to the preparation
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completion message from the second local data center
110-2. The first local data center 110-1 may migrate a
respective virtual machine to the second local center 110-2
when the incoming packets are from a user equipment
already accessed the first local data center 110-1 for receiv-
ing a respective service. In this manner, the second local data
center 110-2 may continually process packets of the respec-
tive service that currently is providing to respective user
equipments.

Data traffic may be forwarded to the second local data
center 110-2 S350. Under the control of the control center
120, the data traffic to the first local data center 110-1 may
be forwarded to the second local data center 110-2. Accord-
ingly, the first local data center may forward packets incom-
ing from the second region, which is determined as the
heavy data traffic region, to the second local data center
110-2 located in the second region.

FIG. 4 illustrates a method for distributing data traffic
from one local data center to at least one other local data
center, in accordance with another embodiment of the pres-
ent invention.

For convenience and ease of understanding, the method
for distributing data traffic will be described as that exces-
sive data traffic is generated by a first user equipment 431 in
a second region, a first local data center 411 is located in a
first region, and a second data center 412 is located in the
second region. Hereinafter, the method for distributing such
excessive service traffic of FIG. 4 will be described as an
example of the method for distributing data traffic in accor-
dance with an embodiment of the present invention.

Referring to FIG. 4, packets may inflow into the first local
data center 411 in the first region from the first user
equipment 431 in the second region S401. The first region
may be separated from the second region. The first local data
center 411 may monitor an amount of packets from each data
traffic source region S402. When the amount of packets from
the second region exceeds a certain threshold based on the
monitoring result, the second region may be determined as
a heavy data traffic source region and the first local data
center 411 may request the control center 420 to distribute
packets from the first user equipment 431 in the second
region into a local data center located near to or in the second
region S403.

In response to the distribution request from the first local
data center 411, the control center 420 may transmit a
preparation command to the second data center 412 located
near to or in the second region to prepare a virtual machine
for processing packets from the first user equipment 431 in
the second region S404.

Herein, a virtual machine image for corresponding data
traffic may be transmitted together with the preparation
command when the control center 420 has the virtual
machine image and the second local data center 412 does not
have a virtual machine image. The virtual machine image
may be a master image copy.

The second local data center 412 located in the second
region may scale out an existing virtual machine or create a
new virtual machine for processing the packets from the first
user equipment 431 S405.

After the completion of preparation, the second local data
center 412 may inform the control center 420 of the comple-
tion of preparation S406.

Upon the inform of preparation completion, the control
center 420 may transmit a distribution command to the first
local data center 411 at the first region in order to distribute
the data traffic from the second region to the second local
data center 412 located at the second region S407.
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When the first user equipment 431 reattempts to access
the first local data center to continually receive a relative
service through the first local data center 411 in the first
region S408, the first local data center 411 may guide the
first user equipment 431 to forward corresponding packets to
the second local data center 412 at the second region S409.
Accordingly, the packets of the first user terminal 431 may
be forwarded to the second local data center 412 located at
the second region S410.

Also, packets from a second user equipment 432 located
in the second region may be directly routed to the second
local data center 412 at the region B S411.

As described above, the cloud computing system in
accordance with an embodiment of the present invention
may efficiently distribute excessive data traffic of one local
data center to at least one other local data centers based on
various given factors. Accordingly, the cloud computing
system 100 may effectively and dynamically balance data
traffic flows according to service demands of user equip-
ments distributed in different regions. Furthermore, the
cloud computing system may provide a stable service envi-
ronment for a plurality of user equipments distributed in
different regions by distributing and balancing data traffic.
Therefore, overall service quality of the cloud computing
system may be improved.

The invention may also be embodied as computer read-
able codes on a computer readable recording medium. The
computer readable recording medium may be any data
storage device that can store data which can be thereafter
read by a computer system. Examples of the computer
readable recording medium include read-only memory
(ROM), random-access memory (RAM), CD-ROMs, mag-
netic tapes, floppy disks, optical data storage devices, and
carrier waves (such as data transmission through the Inter-
net). The computer readable recording medium may also be
distributed over network coupled computer systems so that
the computer readable code is stored and executed in a
distributed fashion. Also, functional programs, codes, and
code segments for accomplishing the present invention may
be easily construed by programmers skilled in the art to
which the present invention pertains.

Although embodiments of the present invention have
been described herein, it should be understood that the
foregoing embodiments and advantages are merely
examples and are not to be construed as limiting the present
invention or the scope of the claims. Numerous other
modifications and embodiments can be devised by those
skilled in the art that will fall within the spirit and scope of
the principles of this disclosure, and the present teaching can
also be readily applied to other types of apparatuses. More
particularly, various variations and modifications are pos-
sible in the component parts and/or arrangements of the
subject combination arrangement within the scope of the
disclosure, the drawings and the appended claims. In addi-
tion to variations and modifications in the component parts
and/or arrangements, alternative uses will also be apparent
to those skilled in the art.

What is claimed is:

1. A method of distributing data traffic in a cloud com-
puting system including a plurality of local data centers
distributed over different regions and a control center
coupled to the plurality of local data centers through a
network, the method comprising:

detecting, by a first local data center, a heavy data traffic

source region transmitting packets exceeding a given
threshold among source regions where packets are
transmitted from;
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requesting, by the first local data center, the control center
to distribute packets from the detected heavy data
traffic source region;
searching, by the control center, for a second local data
center associated with the detected heavy data traffic
source region based on at least one given factor;

transmitting, by the control center, a preparation com-
mand to the second local data center such that the
second local data center performs a preparation proce-
dure for processing packets inflowing into the first local
data center;

transmitting, by the control center, a distribution com-

mand to the first local data center when a preparation
completion message is received in response to the
preparation command from the second local data cen-
ter; and

distributing, by the first local data center, the packets,

which are transmitted from the detected heavy data
traffic source region, to the second local data center,
according to the distribution command,

wherein the detecting includes:

determining whether each of the source regions is the

heavy data traffic source region, based on an amount of
data traffic inflowing from each of the source regions.
2. The method of claim 1, wherein the detecting com-
prises:
determining, by the first local data center, the source
regions where packets are transmitted from, wherein at
least one of user equipments is located in each of the
source regions and transmits packets to the first local
data center;
calculating, by the first local data center, an amount of
packets incoming from each one of the determined
source regions to the first local data center; and

determining, by the first local data center, one source
region as a heavy data traffic source region when the
calculated amount of packets from the one source
region exceeds the given threshold.

3. The method of claim 2, wherein the source regions are
determined based on a transmitter IP address of a respective
packet.

4. The method of claim 1, wherein:

the at least one given factor is a location of a local data

center; and

a local data center located comparatively close to or in the

heavy data traffic source region is searched as the
second local data center to distribute the packets.

5. The method of claim 1, wherein:

the at least one given factor is a time zone of a source

region; and

a local data center located in a source region having a

different time zone compared to the first local data
center is searched as the second local data center to
distribute the packets.

6. The method of claim 1, wherein the distributing the
packets comprises:

migrating a virtual machine in the first local data center to

the second local data center when the packets inflowing
from the detected heavy data traffic source region are
associated with a service being already provided to a
user equipment through the virtual machine of the first
local data center; and

forwarding the packets from the heavy data traffic source

region to the second local data center after the comple-
tion of the migration.

7. The method of claim 1, wherein the distributing the
packets comprises:
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forwarding packets to the second local data center when
the packets from the heavy data traffic source region are
for providing a related service to a user equipment
newly access the second local data center.
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